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Abstract

Oral expression and communication is one of the most important competencies for personal, academic, professional and civic life [3]. According to the American Society of Personnel Administrators [1], it is considered that a good oral communication skill is important for obtaining a job, and for a good efficiency at work [2]. The main objective of this project is to obtain a Software tool that is able to obtain a series of features of a subject from automatic audiovisual analysis. The extraction of the features obtained from theoral and nonverbal language is something of particular interest in the analysis of psychological factors that a subject presents. This analysis is useful to improve the quality of oral communication: presentations, job interviews, etc. This is the ultimate goal of the project. The system has been applied to 15 end career project videos and presentations of fourth course students. It has been created a version that analyzes a recording and other that makes it in real-time via WebCam.

1. METHODOLOGY

- **Segmentation**
  - Facial Detection
  - Skin Detection
  - Tracking

- **Activity**
  - Non-speech
  - Speech
  - Frontal

- **Stress**
  - Right
  - Left

- **Involvement**
  - Frontal
  - Left frontal

- **Classification**
  - Adaboost

<table>
<thead>
<tr>
<th>Schema of the system for analysis</th>
<th>Descriptors: Group of features</th>
</tr>
</thead>
</table>

2. VALIDATION

The data analyzed consist on 30 videos recorded in presentations of students. Using Adaboost, we train a classifier which combines different simple decisions to obtain a strong hypothesis of the conversation. This method not only makes a selection of the most relevant hypothesis, but also provides a rule combination based on a weighted sum of the characteristics.

This method is used in two evaluation parts of the system, in order to find a classifier which separates between two main groups of conversations, those of higher “quality” from those of fewer “quality”. Moreover, it has also been used to analyze the order in which the characteristics are selected from higher to less relevance (ranking).

3. RESULTS

<table>
<thead>
<tr>
<th>Evaluations: Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agit.</td>
<td>7</td>
</tr>
<tr>
<td>Nivel.</td>
<td>3</td>
</tr>
<tr>
<td>Habilidad</td>
<td>5</td>
</tr>
</tbody>
</table>

Ranking of features chosen by Adaboost in order to split the best marks of the worst. At right: high or low values for discriminate the best grades.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agit.</td>
<td>7</td>
</tr>
<tr>
<td>Nivel.</td>
<td>3</td>
</tr>
</tbody>
</table>

Ranking of features chosen by Adaboost in order to split the best marks of the worst, by presentations and observers notes.

4. CONCLUSIONS

We presented a tool for automatic analysis of oral and gestural communication of students in public presentations. The system is able to automatically detect the regions corresponding to face, hands and arms, extracting a set of features that are analyzed by statistical classifiers. Results obtained on 30 videos showed the viability and usability of the system to obtain assessments of oral and gestural expression of the students, offering a “feedback” that can be useful to improve the quality of their presentations. The most immediate future work is to increase the discretization of the presentations score, increasing from two to N “quality” categories, in order to obtain a more accurate description of oral and gestural communication. We also want to include more accurate features for agitation and speech in order to differentiate between nervousness or involvement situations. These situations can be attacked directly by combining characteristics instead of individual indicators. For instance: The student speaks continuously but he agitates without paying attention to the public.

